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Polyp Detection

Gregor Urban

William Karnes

The rate of adenoma detection by colonoscopists varies from 7% to 53%. It is estimated that every 1% increase in 
ADR reduces the risk of interval colorectal cancers by 3-6%. New strategies are needed to increase the ADR during 
colonoscopy



Gregor Urban, Priyam Tripathi, Talal Alkayali, Mohit Mittal, Farid Jalali, William Karnes, and Pierre Baldi. Deep 
Learning Localizes and Identifies Polyps in Real Time with 96% Accuracy in Screening Colonoscopy. 
Gastroenterology, Volume 155, Issue 4, Pages 1069–1078, (2018).






Siwei Chen, Gregor Urban, and Pierre Baldi. Weakly Supervised Polyp Segmentation in Colonoscopy 
Images using Deep Neural Networks. Journal of Imaging, 8, 5, 121, (2022).






Other example of application:   Pharmacy Automation







Clinical Knowledge and Reasoning Abilities of AI Large Language Models in 

Anesthesiology: A Comparative Study on the ABA Exam  
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3. Information Theory (if time permits)



Major AI Dangers

1. Nefarious uses of AI by bad actors. 
2. Employment (short term, medium term, long term).
3. Loss of dignity, loss of purpose, loss of sense of reality and social 

connection. 
4. Existential threat. 



One Major Obstacle

• Universities cannot develop the most cutting-edge AI. 
• Universities cannot study many of the safety problems and possible 

solutions associated with cutting edge AI. 
• All cutting-edge AI is concentrated in private and public companies.  



Possible Solutions



Possible Solutions

1. Slow down AI research (not feasible).



Possible Solutions

1. Stop AI research (not feasible).
2. “CERN-AI” or “Telescope-AI” (feasible, but 

very hard).

 Build the largest data/computing center in 
the world, with ~1K permanent staff, and ~1K 
affiliated academic labs (~3K scientists). 



Build an international AI 

'telescope' to curb the 

power of big tech 

companies.
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Major Obstacles to Overcome

1. Cost and Cost-Sharing [1T over 15 years]
2. Facility (Energy/Hardware)
3. Relationship to Industry 

(Competition/Cooperation) and Lags
4. Data
5. Leadership/Organization/Decision Making
6. Output/Product
7. Safety

DeepSeek and Stargate did 
not change much. 
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1. AI is inspired by NI  (Natural Intelligence)



AI Safety from First Principles

1. AI is inspired by NI  (natural intelligence)
2. Can/should AI safety be inspired by NI 

safety?



1600: Giordano 
Bruno
1633: Galileo 
Galilei



NI Safe?
• Human history is a long list of wars (50-85M 

casualties in WW2)
• >10 wars in the 21st century alone
• Invention of increasingly more sophisticated 

methods of torture
• Invention of increasingly more sophisticated 

weapons, weapons of mass destruction
• Nearly 47,000 people died of gun-related 

injuries in the United States in 2023, 
according to the latest available statistics 
from the CDC.



Parallels between NI and AI Safety

Evolution Modular architectures, safety 
modules

Examples (parents, teachers, 
role models)

RL from Human Feedback  
(RLFH)

Principles (e.g. 10 
commandments)

Constitutional AI

Law AI laws

Societal Agentic

Enforcement (e.g., police, lie 
detectors) 

Enforcement (e.g., police, fake 
detectors)

Enforcement (e.g., military, 
WMD)

Enforcement (e.g. military, killer 
switches)

Natural Intelligence Safety                      Artificial Intelligence Safety

Pre-
Training

Training

Post-
Training

Deployment



Additional Considerations

1. New possibilities derived from framework.
2. The “failure” of evolution—two reasons.   
3. Evolution used a multi-tier approach.
4. AI is different from NI and other 

principles/methods may apply. 
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